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Abstract
Referendums are among the most direct expressions of popular sovereignty, enabling citizens to decide upon matters of 
national and constitutional importance without intermediation by elected representatives [1]. The legitimacy of referendums 
depends not only on procedural accuracy but also on public trust, transparency, and fairness [2]. The rapid integration 
of digital technologies, particularly artificial intelligence (AI), into referendum administration presents both significant 
opportunities and unprecedented risks [3]. On the one hand, AI-driven tools can strengthen democratic governance by 
improving voter identification, safeguarding voting integrity, combating disinformation, and enhancing administrative 
efficiency [4]. On the other hand, AI also raises acute legal and ethical challenges, including opacity in algorithmic 
decision-making, privacy violations, bias, and susceptibility to manipulation [5,6]. Drawing upon international standards 
such as the OSCE/ODIHR guidelines, the European Union’s General Data Protection Regulation (GDPR), and United 
Nations initiatives, this article argues for a legal framework grounded in ethics, privacy, and independent oversight. The 
future of referendum rights in the digital era will depend on the capacity of legal systems to regulate AI in a way that 
enhances legitimacy while safeguarding democratic values.

Introduction
The referendum has long been considered a cornerstone of direct 
democracy, representing the principle of popular sovereignty 
in its purest form [7]. By allowing citizens to decide directly 
on issues of national or constitutional relevance, referendums 
serve as both a legal and symbolic expression of democratic 
participation. However, the legitimacy of referendums is not 
derived solely from constitutional authorization or statutory 
procedures; it is deeply rooted in public confidence that the 
process is fair, transparent, and secure [2].

The emergence of digital technologies, and in particular artificial 
intelligence, is reshaping the administration and perception of 
referendums. These technologies promise efficiency and accuracy 
but simultaneously raise questions about privacy, transparency, 
and manipulation [3]. Unlike traditional electoral reforms, the 
digitalization of referendum processes carries implications that 
extend beyond procedure to the very foundations of democratic 
legitimacy [4].

Referendum rights are not merely political instruments but also 
legal entitlements generating enforceable obligations for states. 
Under Article 25 of the ICCPR and the principles of the European 
Convention on Human Rights, governments are required to 
guarantee the effective exercise of direct political participation. 

In the digital age, this obligation extends to ensuring that 
technological innovations, including AI, do not undermine the 
transparency, equality, and security of referendums. As Malgieri 
(2021) stresses, democratic rights cannot remain static in the 
face of technological transformation; their legal content must 
expand to cover digital guarantee [8].

This article seeks to analyze the legal implications of AI 
integration in referendum processes. It will examine both the 
opportunities and risks of AI deployment, evaluate the adequacy 
of existing international and national legal frameworks, and 
propose a regulatory approach capable of balancing technological 
innovation with democratic safeguards.

The Legal Significance of Referendum Rights
Referendum rights are anchored in both constitutional law and 
international human rights law. Article 25 of the International 
Covenant on Civil and Political Rights affirms the right of 
citizens to participate in public affairs, directly or through freely 
chosen representatives [1]. Similarly, the European Convention 
on Human Rights, through the jurisprudence of the European 
Court of Human Rights (ECtHR), emphasizes the principles of 
free expression, equality, and effective participation in electoral 
processes [7].
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In many national systems, referendums are explicitly enshrined 
in constitutional texts, reflecting their exceptional importance. 
However, unlike parliamentary elections, referendums often 
concern issues of constitutional revision, sovereignty, or 
territorial integrity, making the integrity of their administration 
even more critical [2]. Legal scholarship has underscored that 
legitimacy in referendums is not only legal but sociological: 
citizens must perceive the process as trustworthy for its outcome 
to carry democratic authority [5]. From a doctrinal perspective, 
this indicates that the constitutional right to political participation 
must be interpreted in light of technological risks to maintain 
democratic trust [8].

The Transformative Role of Digital Technologies and AI
Digital technologies have progressively penetrated electoral 
processes, from electronic registration to online campaigning 
[3]. AI represents the latest—and arguably most disruptive—
development in this trajectory.

AI technologies are increasingly deployed in four critical areas:
• Voter identification and registry management
• Integrity of voting results
• Combating disinformation
• Forecasting and resource allocation

Each of these areas provides tangible benefits but also 
presents profound risks to the legal principles of transparency, 
accountability, and equality [4].

Opportunities Offered by AI in Referendum Processes
Voter Identification and Registry Accuracy
Traditional voter registries often suffer from duplication, 
outdated entries, or clerical errors. AI-driven biometric 
identification systems such as fingerprints, facial recognition, 
and iris scans can help ensure that each vote is cast by an 
eligible citizen (European Commission, 2016). This reduces the 
likelihood of fraud and strengthens confidence in the inclusivity 
of the referendum.

Integrity of Results
Blockchain-based technologies and cryptographic algorithms 
provide unprecedented protection against tampering. Each ballot 
can be secured by a unique digital signature, creating a system 
in which post-voting manipulation becomes virtually impossible 
[2]. Such systems enhance compliance with the principle of 
free and genuine expression of the will of the people under 
international law [7].

Combating Disinformation
AI-powered monitoring tools can detect and neutralize 
disinformation campaigns in real time. By analyzing social 
media patterns, AI can identify fake accounts, deepfake content, 
or coordinated disinformation. In doing so, AI safeguards the 
freedom of expression of voters against manipulation.

Logistical Efficiency
AI algorithms can predict turnout based on demographic and 
historical data, allowing electoral administrators to allocate 
resources efficiently and prevent long queues [4]. This improves 
accessibility and strengthens compliance with international 
obligations to ensure equal voting opportunities [1].

Risks and Legal Challenges of AI Deployment
Opacity and Accountability
AI systems often function as “black boxes,” with their decision-
making processes opaque even to administrators. If voters are 
disqualified without clear explanation, this undermines the 
principles of transparency and accountability [5].

Data Protection Concerns
Biometric identification requires mass collection of sensitive 
personal data. Questions arise as to who owns, stores, and 
accesses such data, and how long it is retained. Under the GDPR, 
personal data processing must be lawful, fair, and transparent [3]. 
Yet, many states lack robust data protection regimes, exposing 
citizens to surveillance risks [4].

Algorithmic Bias
AI reflects the biases embedded in its training data. If 
discriminatory patterns exist in historical data, AI systems risk 
perpetuating inequality. This could lead to disproportionate 
scrutiny of certain groups or regions, violating the principle of 
equality before the law [2].

Manipulation and Weaponization
AI tools can be misused by both domestic and foreign actors 
to manipulate voter behavior. The Cambridge Analytica scandal 
exemplifies how personal data can be exploited for microtargeted 
political advertising. Such manipulation erodes the autonomy of 
voters and undermines the legitimacy of referendum outcomes.

These risks are not only technical but also legal in nature. For 
example, lack of transparency in AI-driven voter disqualification 
directly conflicts with the principles of accountability and 
effective legal remedies. Similarly, the GDPR—particularly 
Articles 5 and 22—establishes safeguards against automated 
decision-making with significant individual impact. Yet, 
many national legal systems have not explicitly extended 
such protections to referendum administration, leaving a 
regulatory vacuum that threatens the legitimacy of outcomes. 
From a doctrinal perspective, this gap shows the necessity of 
constitutionalizing digital safeguards as part of referendum 
rights [8].

International and National Legal Frameworks
OSCE/ODIHR Commitments
The Organization for Security and Co-operation in Europe 
emphasizes that referendums must be free, fair, and transparent, 
with guarantees against undue influence [2].

United Nations Initiatives
The UN has launched initiatives such as the Roadmap for Digital 
Cooperation, highlighting digital rights and responsible AI use 
[4].

European Union Law
The GDPR imposes strict requirements for data minimization, 
transparency, and purpose limitation, all directly relevant to AI 
in referendums [3].

National Law
Many national systems have introduced electoral laws regulating 
digital campaigning, but few explicitly address the deployment 
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of AI in referendums. This regulatory lag creates significant 
risks [5].

Towards a Balanced Regulatory Approach
A comprehensive framework for AI in referendum rights should 
rest on three pillars:
• Ethics: Adoption of clear ethical standards for AI use in 
democratic processes, enshrining transparency, impartiality, and 
accountability [4].
• Privacy: Robust safeguards protecting personal data, including 
data minimization and strict purpose limitation [3].
• Independent Oversight: Establishment of independent 
supervisory bodies to audit AI systems, ensuring compliance 
with democratic principles and preventing misuse [2].

Such a framework would harmonize technological innovation 
with the foundational values of democracy.

Conclusion
Artificial intelligence is transforming the exercise of referendum 
rights. While it offers tools for enhancing transparency, accuracy, 
and efficiency, it also poses grave risks to privacy, equality, and 
legitimacy. The decisive factor will be the capacity of legal 
systems to regulate AI effectively [5].

The future legal legitimacy of referendums will depend not 
only on constitutional authorization but also on the explicit 
integration of AI governance into constitutional and electoral 
law. International human rights standards provide a baseline, but 
national frameworks must evolve to include specific provisions 
on the use of artificial intelligence in democratic processes. 

Without such legal codification, the balance between innovation 
and democratic integrity will remain precarious.

The future of referendums in the digital age depends not on 
rejecting innovation but on embedding AI within robust legal 
and institutional frameworks that prioritize ethics, privacy, and 
independent oversight [4]. If successful, democracy will not 
only withstand but thrive in the digital era. If neglected, the 
same technologies risk eroding the very foundations of popular 
sovereignty [1,7,8].
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