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Abstract

The relation between Very Highly Advanced Artificial Intelligence (VHAAI) and International Society for Very Highly
Advanced Artificial Intelligence (ISVHAAI) is that ISVHAAI Al Society uses VHAAI field to address various problems. In
this Letter No. 6 of ISVHAAI Letters, a new algorithm titled “Scientist Swarm Optimization (SSO)” is designed.
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1. Introduction

One can find that Swarm Intelligence is an active and widely
used area of research from articles [1] to [10]. A unique
algorithm titled Scientist Swarm Optimization (SSO) has been
designed in this letter. SSO is described in Section 2 followed by
Conclusions and References respectively.

2. Scientist Swarm Optimization

Inspiration_Students Matrix [i] [j] represents inspiration value
of Student i towards Student j. Inspiration_Scientists Matrix [i]
[j] represents inspiration value of Scientist i towards Scientist j.
Inspiration_Students Scientists Matrix [i] [j] represents inspi-
ration value of Student i towards Scientist j. The three Inspira-
tion Matrices are initialized in the beginning followed by the
initialization of Scientists and Students population in the search
space. Fitness values of Scientists and Students are calculated in
line no. 5. Probability can be obtained by dividing fitness value
of particle by sum of fitness values of all particles. Probability of
a Scientist is calculated by dividing fitness value of Scientist by
sum of fitness values of all Scientists. Probability of a Student is
calculated by dividing fitness value of Student by sum of fitness
values of all Students. Probabilities are calculated in lines 6 and
7. For each Scientist loop is started in line no. 8. In line no. 9 a
random number R is generated. A Scientist “Target” is selected
based on R and probabilities of Scientists. Movement Direction
is obtained in line no. 11. A unit vector of magnitude 1 is ob-
tained by dividing M_Direction with the magnitude of M_Direc-
tion. Line no. 13 shows position update equation. The Scientist
moves along M_Direction and magnitude of this movement is
Inspiration_Scientists Matrix [Scientist] [Target] multiplied by
Step value. Line no. 14 ends the Scientist Loop. The Student
Loop begins at line no. 15 and ends in line no. 28. In even gen-
erations Students move towards Scientists. Line no. 21 shows

postion update of Students in even generations. The Students in
even generations moves along M_Direction and magnitude of
this movement is Inspiration_Students Scientists Matrix [Stu-
dent] [Target] multiplied by Step value. In odd generations Stu-
dents move towards Students. Line no. 27 shows postion update
of Students in odd generations. The Students in odd generations
moves along M_Direction and magnitude of this movement is
Inspiration_Students Matrix [Student] [Target] multiplied by
Step value.

Procedure: Scientist Swarm Optimization (SSO)

Initialize Inspiration_Students Matrix

Initialize Inspiration_Scientists Matrix

Initialize Inspiration_Students Scientists Matrix

Initialize Population of Scientists and Students

Calculate the fitness values of Scientists and Students

Calculate Probabilities of Scientists based on fitness values

Calculate Probabilities of Students based on fitness values

For each Scientist do:

Generate random number R

0. Select a Scientist “Target” based on R and Probabilities of

Scientists

11. M_Direction = (Target - Scientist)

12. Convert M_Direction into Unit vector

13. Loc = Loc + M Direction*Inspiration Scientists
Matrix[Scientist][ Target]*Step

14. End for each Scientist Loop

15. For each Student do:

16. If Student in even Generation:

17. Generate random number R

18. Select a Scientist “Target” based on R and Scientist
Probabilities

19. M_Direction = (Target - Student)
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20. Convert M_Direction into Unit vector

21. Loc=Loc+M_Direction*Inspiration_Students_Scientists_
Matrix[Student][ Target]*Step

22. If Student in odd Generation:

23. Generate random number R

24. Select a Student “Target” based on R and Student
Probabilities

25. M_Direction = (Target - Student)

26. Convert M_Direction into Unit vector

27. Loc = Loc + M Direction*Inspiration Students
Matrix[Student][ Target]*Step

28. End for each Student Loop

3. Conclusions

A novel algorithm titled “Scientist Swarm Optimization (SSO)”
has been designed in this letter. There are 2 Swarms “Students”
and “Scientists”. There is a difference between the movement of
Students and Scientists in search space. Students follow different
strategies of movement in even and odd directions whereas
Scientists follow same strategy for movement in all generations.
The main point to be noted is that Students are Inspired to move
towards Scientists. This is just the beginning of Scientist Swarm
Optimization (SSO). One may explore in this direction and
create novel and unique algorithms by taking inspiration from
Scientists.
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